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1. Introduction 

Numerical weather prediction (NWP) models 
continue to move toward higher resolution, which, in 
turn, provides both a finer level of detail and a more 
realistic structure in the resulting forecast.  It is widely 
acknowledged, however, that using traditional 
verification metrics for evaluation may unfairly penalize 
these high-resolution forecasts (e.g., Davis et al. 2006; 
Roberts and Lean 2008).  Traditional verification 
requires near-perfect spatial and temporal placement for 
a forecast to be considered good; this approach favors 
smoother forecast fields of coarser resolution models 
and offers no meaningful insight regarding why a 
forecast is considered good or bad. In contrast, more 
advanced spatial verification techniques, such as object-
based methods, can provide information on differences 
between forecast and observed objects in terms of 
displacement, orientation, intensity and coverage areas; 
neighborhood methods can provide information on the 
spatial scale at which a forecast becomes skillful. 

The Developmental Testbed Center (DTC) 
performed an extensive evaluation of the Global 
Forecast System (GFS) and the North American 
Mesoscale (NAM) operational models to quantify the 
differences in the performance of Quantitative 
Precipitation Forecasts (QPF) produced by two 
modeling systems that vary significantly in horizontal 
resolution.  Traditional verification metrics computed for 
this test included frequency bias and Gilbert Skill Score 
(GSS).  Two advanced spatial techniques were also 
examined - the Method for Object-based Diagnostic 
Evaluation (MODE) and the Fraction Skill Score (FSS) - 
in an attempt to better associate precipitation forecast 
differences with different model horizontal scales. 
 
2. Data 
2.1 Model Data 

QPF output at 3-h intervals from the GFS and NAM 
models initialized at 00 UTC daily were retrieved from 
the U.S. National Centers for Environmental Prediction 
(NCEP) for 18 December 2008 through 15 December 
2009.  The NAM native output employs an E-grid 
domain with approximately 12-km grid spacing, while 
the GFS native output is a global Gaussian grid with 0.5 
x 0.5 degree resolution.  The copygb program, 
developed by NCEP, was used to regrid the native 
model output to 4-, 15- and 60-km contiguous U.S. 
(CONUS) grids on a Lambert-Conformal map projection.  
The budget interpolation option in copygb was utilized 
(described in Accadia et al. 2003).  This approach 
attempts to conserve the total area-average 
precipitation amounts. 
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2.2 Precipitation Analyses 
For this evaluation, precipitation accumulation 

periods of 3 h and 24 h were assessed.  The 
observational datasets included the 4-km NCEP Stage II 
analysis (Lin and Mitchell 2005) for the 3-h 
accumulations and the 1/8-degree NCEP Climate 
Prediction Center daily gauge analysis (Higgins et al. 
2000) for the 24-h accumulations (valid at 12 UTC).  
The observational datasets were also interpolated, 
using the budget option, to the same 4-km, 15-km and 
60-km domains as the model output, prior to the 
comparison with the forecasts.   
 
3. Verification Method 

Objective model verification statistics were 
generated using version 3.0 of the Model Evaluation 
Tools (MET) software package, which offers a wide 
variety of state-of-the-art verification methods (Fowler et 
al. 2010).  Grid-to-grid comparisons were performed to 
verify QPF using traditional metrics (Wilks 1995), 
including frequency bias, which measures the ratio of 
the frequency of forecast events to the frequency of 
observed events and indicates whether the forecast 
system has a tendency to under-forecast (<1) or over-
forecast (>1) events, and GSS, which measures the 
fraction of observed and/or forecast events that were 
correctly predicted and is adjusted for hits associated 
with random chance, where zero indicates no skill and 
one is a perfect score.  In addition, an object-based 
verification approach, MODE, and a neighborhood 
verification method, FSS, were applied.  The process of 
identifying and verifying objects with MODE is fully 
described in Davis et al. (2006).  Briefly, this approach 
consists of the following steps: (i) resolve objects within 
the raw forecast and observation fields, (ii) determine if 
objects within each field should be merged, (iii) 
determine which objects should be matched between 
the forecast and observation fields and determine if 
additional merging in either field should occur, (iv) 

calculate various quantities of interest (attributes) to 
assess forecast quality.  For FSS, the purpose of the 
method is to obtain a measure of how forecast skill 
varies with spatial scale (Roberts and Lean 2008), and 
includes the steps: (i) convert all forecast and observed 
fields into binary fields, for each threshold of interest (ii) 
generate fractions within a square of length n that have 
exceeded the threshold, (iii) compute the mean squared 
error relative to a low-skill reference forecast (i.e., FSS). 

Both the NAM and GFS QPF fields were 
interpolated to the same 4-, 15- and 60-km domains as 
the observations.  Verification results were computed for 
select spatial (CONUS, CONUS-East) and temporal (all 
cases, seasonal) aggregations; however, only the 
CONUS domain over the entire set of cases will be 
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discussed here.  For the 3-h QPF, all verification scores 
were evaluated every 12 h out to 84 h. The 24-h QPF 
verification scores were evaluated at the 36-, 60- and 
84-h lead times.  A subset of these results will be 
discussed in Section 4. 

Verification statistics generated by MET for each 
retrospective case were loaded into a MySQL database, 
from which data was then retrieved to compute and plot 
requested aggregated statistics using routines 
developed by the DTC in the statistical programming 
language, R.  The traditional verification metrics are 
accompanied by confidence intervals (CIs), at the 99% 
level, computed using a bootstrapping technique.  When 
comparing the models, a conservative estimation of 
statistically significant (SS) differences was employed 
based solely on whether the aggregate statistics with 
the accompanying CIs overlapped.  If no overlap was 
noted for a particular threshold, the differences between 
the models were considered SS. 
 
4. Results 
4.1 Traditional Verification Metrics 
4.1.1 Gilbert Skill Score 

For the 3-h QPF, both of the models show an 
exponential decrease in GSS values with increasing 
threshold, regardless of forecast lead time (Fig. 1a).  
Also, as expected, the base rate decreases with 
increasing threshold, with very few observations 
associated with the highest accumulation values.  When 
examining lead times valid at 00 UTC (i.e., 24-, 48-, 72-
hr), the NAM forecast interpolated to the 4-km domain is 
SS lower than that interpolated to the 60-km domains at 
the lowest thresholds.  In general, most other thresholds 
for both the NAM and GFS forecasts valid at 00 UTC 
and all other lead times and thresholds valid at 12 UTC 
(not shown) reveal no SS differences.  The latter result 
also holds for the 24-h QPF (Fig. 1b).   

 

 
Figure 1. Threshold series plots of (a) 48-h lead time for 3-h 
QPF (in) and (b) 36-h lead time for 24-h QPF (in) for median 
GSS aggregated across all model initializations run.  The GFS 
is shown in red, NAM in blue, 4-km domain in solid lines and 
60-km domain in dashed lines. The vertical bars represent the 
99% CIs.  Associated with the second y-axis, the light grey line 
is the adjusted base rate, or the ratio of observed grid box 
events to the total number of grid boxes in the domain, by 
threshold. 

4.1.2 Frequency Bias 
The sign of the bias for both models depends 

strongly on the threshold and lead time.  For forecast 
lead times valid at 00 UTC, there is a SS high bias for 
the 3-h QPF for thresholds at and below 0.02” for the 
NAM and 0.05” for the GFS (Fig 2a).  At and above the 
0.15” threshold, both models exhibit a SS low bias.   
Neither of these results depends on the resolution of the 
interpolated verification domain.  However, for the 
forecast lead times valid at 12 UTC (i.e. 12-, 36-, 60 and 
84-hr) the interpolated verification domain also has an 
impact on the results.  For the 36-, 60- and 84-hr lead 
times the NAM exhibits a SS high bias for thresholds 
less than or equal to the 0.15” threshold (Fig 2b).  For 
the GFS, the SS high bias is for thresholds at or below 
0.10”.  A transition to a SS low bias is noted for both 
models at and above the 0.25” thresholds, excluding the 
NAM forecasts interpolated to the 4km domain, where 
the CIs more often encompass one, indicating the 
estimated bias is not statistically different from the value 
for an unbiased forecast.  The CIs associated with the 
bias for the NAM 24-h QPF interpolated to both the 4-
km and 60-km domains encompass the value of one for 
all thresholds above 0.75” while the lower thresholds 
have a SS low bias (Fig. 2c).  However, the results for 
the GFS reveal a general SS high bias for the lowest 
and highest thresholds, while CIs for mid-range 
thresholds also encompass a bias value of one.   

(a) 

(b) 
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Figure 2.  Threshold series plots of (a) 48-h lead time for 3-h 
QPF (in) (b) 60-h lead time for 3-h QPF (in) and (c) 36-h lead 
time for 24-h QPF (in) for median frequency bias aggregated 
across all model initializations run.  The GFS is shown in red, 
NAM in blue, 4-km domain in solid lines and 60-km domain in 
dashed lines.  The vertical bars represent the 99% CIs.  
Associated with the second y-axis, the light grey line is the 
adjusted base rate, or the ratio of observed grid box events to 
the total number of grid boxes in the domain, by threshold. 

4.2 Spatial Verification Techniques 

4.2.1 Method for Object-based Diagnostic Evaluation 
(MODE) 

For this test, a convolving disk of 2 gridpoints for 
the 60-km domain, 8 gridpoints for the 15-km domain, 
and 15 gridpoints for the 4-km domain was used.  A 
threshold of 0.01˝ for the 3-h and 0.2˝ for the 24-h 
precipitation accumulation fields was then applied to 
define discrete rain objects of the approximate size of 
interest for this study.  A second, lower threshold was 
then applied to each individual field and merging of 
objects in the same field was allowed if the original 
objects defined became one object after the lower 
threshold was applied.  Objects were matched between 
the forecast field and observed field if the total interest 
value between a forecast observation object pair (a 
weighted sum of interest values for centroid distance, 
boundary distance, angle difference, area ratio and 
intersection area ratio) was greater than 0.7.  Additional 
merging was allowed if two or more objects in one field 
matched the same object in the other field.   An example 
of the objects created from the forecast and observation 
fields for one particular valid time are shown in Fig. 3.  
Many unique attributes can be examined when looking 
at MODE output; however, only a few will be discussed 
in this paper.   

 

 
Figure 3.  Example illustrating the objects created from the 
NAM (top) and GFS (bottom) 3-h QPF fields (left panel) and the 
associated fields from the Stage II observation field (right 
panel).  Both the forecast and observations are on the 4-km 
domain. 

(a) 

(b) 

(c) 
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Fig. 4 shows the total counts of objects from the 
two models and the observation field on the 4-km 
domain by forecast lead time.  The count represented 
here is the total number of (simple matched and 
unmatched) objects in each field summed over the 
entire set of valid times run.  From this plot, it is seen 
that the total object counts from the NAM4 more closely 
reproduces that of the observations, while there are too 
few overall objects within the GFS4.  In addition, box 
plots of the distribution of object size by lead time are 
shown in Fig. 5.  Though both models produce objects 
that are generally too large, the NAM4 better matches 
the distribution of object sizes in the observation field 
than the GFS4.  Even though the GFS has too few 
objects, those that are produced are too large; for all 
valid times except between 18-03 UTC, the GFS has a 
SS higher total area coverage when compared to NAM4 
though both models have SS higher total area coverage 
for all forecast lead times when compared to the 
observations (Fig. 6).  The box plots for the GFS 
indicate a significant bias towards larger objects, and, 
even though there are too few number of total objects 
defined in the GFS forecast, the size of those objects 
are larger than those from the NAM, covering a larger 
total area.  

 
Figure 4. Time series plot of the total object counts by lead 
time for the GFS4, NAM4 and observations on the 4-km 
domain aggregated across all model initializations run.  The 
GFS object counts are shown in red, NAM in blue and the 
observations in black. 

 
Figure 5. Box plots by lead time of the size distribution for 
objects defined within the GFS4 (red), NAM4 (blue) and 
observation field (grey) for the 4-km domain.  The top and 
bottom of the box correspond to the 25

th
 and 75

th
 percentile, 

respectively; the black line at the “waist” is the median value. 

 
Figure 6.  Time series plot of the median area coverage from 
the GFS4 (red), NAM4 (blue) and observation field for the 4-km 
domain and aggregated across all model initializations run.  
The vertical bars represent the 99% CIs. 

The area ratio of all forecast objects to all observed 
objects is a way for MODE to compute its own version 
of frequency bias.  Similar to the results seen from the 
traditional metric, for the 3-h accumulations, the GFS on 
the 4-km grid has a higher bias at nearly all forecast 
lead times; the only exception is for 00 UTC valid times 
(Fig. 7). 



5 
 

 
Figure 7. Time series plot of the median area ratio of all 
forecast objects to all observed objects for the 4-km domain 
and aggregated across all model initializations run. 

4.2.2 Fractional Skill Score (FSS) 
For this evaluation, neighborhood sizes (in terms of 

grid squares) of n=3, 5, 7, 9, 11, 13 were computed for 
each model.  For the NAM15, additional neighborhood 
sizes of n=19, 21, 27, 29, 35, 37, 43, 45, 51, 53, 59, 61 
were also examined to represent the similar horizontal 
scales as those used for the 60-km neighborhood sizes.  
Because the neighborhood size is required to be an odd 
integer and the resolution difference between the two 
models is a factor of four, an exact match between the 
neighborhood sizes for the GFS60 and NAM15 was not 
possible.   

As expected, FSS increases with neighborhood 
size and decreases with lead time (Fig. 8).  A diurnal 
cycle is also evident with the largest FSS values seen 
during the evening and overnight hours (00-12 UTC) 
and the smallest values during the daytime (15-21 
UTC).  For the 0.1˝ threshold, the FSS for the NAM15 
(e.g., 405-km neighborhood) is consistently larger than 
the corresponding value for the GFS60 (e.g., 420-km 
neighborhood).  When examining multiple precipitation 
accumulation thresholds for a single lead time, it is clear 
that there is an increase in FSS with decreasing 
threshold (Fig. 9); however, the result holds that the 
NAM15 FSS is always higher than the GFS60 at similar 
neighborhood sizes. 

 
Figure 8.  Time series plot of FSS using a threshold of 0.1” 
aggregated across all model initializations run.  The GFS60 is 

shown in red, for n=3 (dotted), 5 (dashed) and 7 (solid) and the 
NAM15 in black for n=11 (dotted), 19 (dashed) and 27 (solid).   

 
Figure 9. Neighborhood series plot of FSS for the 12-h lead 
time aggregated across all model initializations run.  The 
GFS60 is shown in red and NAM15 in black for thresholds of 
0.01” (dotted), 0.1” (dashed) and 0.5” (solid). 

5. Summary 

Results comparing two NWP models which vary 
significantly in horizontal resolution were described.  
Using traditional verification metrics, there is no notable, 
consistent forecast improvement with the higher 
resolution NAM model even though, subjectively, the 
finer detail more closely matches the observations in 
many cases.  However, when looking at MODE and 
FSS, additional attributes can be examined that provide 
further information about the skill of the forecast.  The 
objects created by MODE reveal additional information 
on the area and correspondence of objects, between 
the forecasts and observations.  A clear high bias is 
noted for the GFS object areas. The FSS evaluation 
clearly shows that the higher-resolution NAM has 
comparable skill to the GFS at considerably smaller 
neighborhood sizes and larger FSS values at 
comparable neighborhood sizes. 
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